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SYMBOLS AND ACRONYMS

Symbols

dc Relative steadgtate voltage change
f Frequency [HZz]

Ik Short circuit current [A]

In Nominal current [A]

Pt Long-time disturbance index

Pst Shorttime disturbance index

S Short circuit apparent power [VA]
S Nominal apparent power [VA]

t Time [s]

U Phase voltage [V]

Un Nominal voltage [V]

Acronyms and abbreviations

AC Alternating Current

ACB Air Circuit Breaker

Al Analogue Input

AMR Automated Meter Reading

AMI Automated Meter reading Infrastructure
ANSI American National Standards Institute
AVR Automatic Voltage Regulator

CAMC Central Autonomous Management Controller
CB Circuit Breaker

CDC Cable Distribution Cabinet

CHP Combined Heat and Power

CIS Customer Information System

CO, CarbonDioxide

CSS Compact Secondary Substation

DA Distribution Automation



DC
DEM
DER
DG
DLC
DMS
DNP
DO
DR
DSM
DSO
EMC
EN
EPA
ES
EU
EV
FA
FDIR
FPI
FRT
GIS
GOOSE
GPS
GPRS
GSM
GSSE
HAS
HGW
HMI
HSR
I/O
IEC

Direct Current

Distribution Energy Management
Distributed Energy Resource

Distributed Generation

Distribution Line Carrier

Distribution Management System
Distributed Network Protocol

Digital Output

Demand Response

Demand Side Management

Distribution System Operator

Electro Magnetic Compatibility
European Standards

Enhanced performance Architecture
Energy Storage

European Union

ElectricVehicle

Feeder Automation

Fault Detection Isolation and Restoration
Fault Passed Indicator

Fault Ride Through

Geographical Information System
Generic Object Oriented Substation Event
GlobalPositioning System

General Packet Radio Service

Global System for Mobileommunications
Generic Substation State Event

Home Automation System

Home Gateway

Human Machine Interface

High-Speed automatic Reclosing

Input/ Output

International Electrotechnical Commission



IED
ISO
LC
LOM
LTE
LV
LVDA
MC
MDM
MGCC
MIS
MMI
MMS
MTU
MV

NCC
NCS
NIS
NTP
OLTC
(ON]!
PD
PE
PEN
PLC
PV
P2P
RES
ROCOF
RS
RTU
SA

Intelligent Electronic Device
International Organization for Standardization
Load Controller

LossOf-Mains

Long Term Evolution

Low Voltage

Low VoltageDistribution Automation
Micro-source Controller
Metering Data Management
Microgrid Central Controller
Material Information System
Man Machine Interface
Microgrid Management System
Master terminal Unit

Medium Voltage

Neutral

Network Control Centre
Network Control System
Network Information System
Network Time Protocol

On-Line Tap Changer

Open System Interconnection
Protection Device

Protective Earth

Protective Earth anNeutral
Programmable Logic Controller
Photo Voltaic

PointTo-Point

Renewable Energy Resource
Rate Of Change Of Frequency
Recommended Standard
Remote Terminal Unit
Substation Automation



SCADA
SGS
SMS
SS
TIA/EIA

THD
TSO
UCA
UPS
uTC
VAR
WLAN
VPP
V2H
V2G
2G
3G
4G

Supervisory Control anData Acquisition
Smart Grid Switch

Short Message Services

Static Switch

Telecommunications Industry Association/Electronic kdu
tries Alliance

Total Harmonic Distortion
Transmission System Operator
Utility Communications Architecture
Uninterruptable Power Systems
Coordinated Universal Time
Volt AmpereReactive

Wireless Local Area Network
Virtual Power Plant

Vehicle To-Home
Vehicle-To-Grid

Second Generation

Third Generation

Fourth Generation
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ABSTRACT

The aim of this thesis is to defimad studythe key element&nd the main charactei
tics of the integration of théow voltage(LV) distribution systems to distribution adt
mation (DA). The key elements amefined by studyingthe development oessential
systemdn LV distribution networkss well agy studyingthe developmentf the net-

works by way of evolution phase¥he key elements and the main characteristicthef
integrationto DA areillustratedby a certain modedf a LV distribution networkunder
its development

For a starDA is reviewedby generally usedfunctions and by technologieEhe review
includesthe data andhe information sytgems andn addition the ammunication ne
works are studiedgenerally Thereafter he main etments ofLV distribution networks
are presergd andtheir evolutionvisions are introduced’he main elements comprises
of the distribution network, distributed generation, smart energy metering, eladiric
clesand energy storages.

The approacho the integratioris the &olution of LV distribution networks so bur

main evolution phases are intduced traditional, boom of distributed generationi-m
crogrid and intelligent nerogrid. The evolutionphasedasesn general research pibl
cations and visions of Smart Griddanagement architectures fibre networks aregre-
sented Also requirements for communication are evaluated by studying the number of
nodes, capacity requiremsrfor transferred data types dadlt andeventfrequencies.

In order to define a proposal for integrating LV distribution networks to thé,man-
agement architectures and the studied requirements are compareducefumnctions
for DA. As a result,lte proposais presentedbased on the studied architectures eexd
quirements. In additiorcorsiderable issues are inthacedrelatingto the functionsin
devices or sulsystems, which aneeededor DA applicationsThis thesis indicates the
need forfurther studiessuch as: Which are treesiredDA functionsto be exendedto
LV distribution networks? Wiich device or system should offer the desired tions?
How well thepotentialprotocols us\g somemedia type serves the functions?
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THVISTELMA

Taman tyon tarkoituksena andaritelldja tutkia tarkeimpid asioita pienjannitejalel
verkkojen (pj-jakeluverkkojen) integroimisessa sahkodnjakeluautomaatioadama
avainasiat maaritellaan tutkimalpj-jakeluverkoissa olevia jarjestelmj@ niiden kehi-

tymista sekaverkkojen evoluutiota kehitysvaiheittaimtegroinninkeskeiset tekijaja

niiden tarkeimmat ominaisuudet esitetégpkeluverkomallin avulla.

Sahkdnjakeluautomaatioon sisaltyvat paatoiminoot esitelty aluksi. Lisakgbimintoi-

hin kaytetyt tekniikattieto- ja informaatiojarjestelméseka ietoliikenneverkotsiihen
liitt yvineen jarjestelmineean kuvattuyleisella tasollaSeuraavakspj-jakeluverkkojen
peruselementisekd niiden kehitysvisiabn esitetty Peruselementibvat jakeluverkko,
hajautettu tuotanto, alykas energian mittaus, sdhkdautot ja energiavarastot.

Piengnnitejakeluverkkojen kehittymista kohti alykastd sahkoverkkdhittiin tassa
tydssaneljan kehitysvaiheen aual jotka pohjautuvat tutkimusraportteihin ja yleisiin
visioihin alykkaisti sahkoverkoista. Kehitysvaiheet opatinteinen tfaditiona), haja-
tetun energiantuotannon voimakeassvu (boom of the distributedgeneratiol, mikro-
verkko (microgrid) ja alykas mikroverkkantelligentmicrogrid). Lisaksi arkkitehtuue-

ja on esitettyerkon hallintaa varterna tamarperusteella tiedonsiirrolle aseteti@vaa-
timuksia arvioitiin kaupunki, taajama ja hajaasutusalueellavaatimuksia tiedongit
rolle asettadyysisten rajapintojen lukuwaaa, siirrettavan tiedorkapasiteettivaatnuk-
setseka vika ja tapahtumataajulet

Ottaen huomioon tarvittavat toiminnséihk@jakeluautomaatiossappputuloksenate
dotetaantutkittua arkkitehtuurissovellettavan pjakeluverkojen hallitsemiseen ja pj
jakelujarjestelmien integroireeensahkdjakeluautomaatioariLisdksi esitetaaselvite-
tavia asioita, joita ovaesimerkiksi Mitka ovat toiminnot, jotkatodella halutaan pj
jakeluverkosta kaegttavan ylemman tason jakeluautomaation sovelluksigsekkojen
eri kehitysvaiheissaMika laitetai jarjestelmalisi siihen spivin? Mitkd ovattoteutt-
miskelpoiset protokollat kayttaejrkevaa tiedonsiirtoyhteyttd, jotka pystyisivatsva
taamaan haluttuihin toimintoin?

AVAINSANAT: Sahkonjakelun@omaatio PienjannitgakelyarjestelméHajautettu
tuotanto,Microgrid, Tiedonsiirto
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1 INTRODUCTION

Energy consumptioglobally is estimatedotdouble by year 2050 if current practices
continue. At presenthe global energy system is mainly based on fossil eneegy r
sources, whicltausesenvironmental impacts in power production. In addition power
distribution is hierarchical from centralized geation to end customerso electrical

power is transferred from a distance and voltage is transformed several times to suitable
levels before consumption pointausing losses of energy. Intelligent electricity distr
bution networks are one of the maionditions for reducing carbon dioxide (g@mis-

sions by utilizing local renewable energy resources to increase efficiency in ergergy di

tribution.

The European Union (E\set demanding climate and energy targets to be met by 2020,
known as the "2@0-20" targets which became law in June 2008 the EU climate

and energy paege three main requirements are defined as follows%2a@duction
(below 1990 lewels) of greenhouse gas emissioR8,% energy consumptiontilized

from renewablesnergyresourcegRES) and20 % reduction in primary energy usg
improvedenergy efficiencyThe energystrategyis ambitiousfor year 2020and interl-

ed to becontinuel beyond 2020 to reduce emissions strondlye Energy Roadmap
2050 highlights energy efficiency and thengtration of RE&shaving significant roles

in future scenarios, because investments made today have a greatdampahieving

feasible energy prices in future.

Power outages and condition of electricity distribution networks have been highlighted
in recent yearsn context to storms. Electricity distribution companies are obligated to
compensate to the customers the outage teesedby, for example large thunde
storms. In addition, penalties for ndelivered energy are galated in Finland to affect
allowed incomes and profit for the companies. On the other hand the regulatians
incentives for power quality improvement permitting higher profit by lower outage
costs. Distribution n&torks in Finland are aging and theyed reinvestments become

topical.
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In order that the incoming boom of renewable energy generation will succeea-the d
velopment ofa future energy infrastructure is required to focus on upgrading the exis
ing electricity distribution grids tbe operatd more intelligenty as wellas improving

the data availabilityyy measurements of energy and quality of electricity. Upgraded di
tribution networks should secure safe and reliable distribution of electricity, energy sa
ings and efficient use of energy as wadhdvancednergy markets. Smart Gridsean
essential concept which is introdudeeingto respond to future needs. Smart Giats
described as an active intelligent electricity network where different actors are inte
linked with tweway communicatios; for example new functions and functionalities
for consumers and energy supplijdike real time control of energy are achieved by

smart energy metering and monitoring systems.

The European Technology Platform (ETP) SmartGrids vision foEther o pdeetdds e
ty networksof 2020 and beyonis (EU 2006: 4)

T Flexible: fulfilling customersé needs whil st

1 Accessible: granting connection access to all network users, particularly for renewable power
sources andigh efficiency local generation with zero or low carbon emissions;

1 Reliable: assuring and improving security and quality of supply, consistent with the demands of
the digital age with resilience to hazards and uncertainties;

1 Economic: providing best value hr ough i nnovation, efficient

playing fieldd competition and regulation.
SmartGrids are defined as follo@sU 2010: 6)

fiA SmartGrid is an electricity network that can cost efficiently integrate the behavioucand a
tions of al users connected toiitgenerators, consumers and those that doibotlorder to e-
sure economically efficient, sustainable power system with low losses and high levels of quality

and security of supply and safety. o

The main difference between gridsitay and Smart Grids ins t he

dle more complexity than today in an efficient and effective way. Innovative products
and services together with intelligent monitoring, control, communication, and self

healing technologieareexploitedin SmartGrigd. (EU 2010: 6)

res

ene.l

gr
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The controllability of distribution networks or distribution automation (DA) has been
generally applied down to primary substations and medium voltage (MV) networks. DA
is utilized for improving networkerformance anckliability in normal operation and in
fault situations. Functions to lag@pliedin normal operation aréor exampleload flow

and fault calculations, voltage and reactive power control and loss minimization. In
fault situations the most profitablction is to appliedoutage management afeeder
automation bymaking the faullocation and supplyestoration effectively. DA system

is composed mainly of a network control system or SCADA (Supervisory Control and
Data Acquisition),a substation automatiogystem andh voltage regulating system. At
present the increasing number of automated meter reading infrastructure (AMI) and
monitoring devices in secondary stations gives a chaado extend controllability and
automation down to low voltage (LV) didtrtion networks. In future the management
of LV networks will become challenging, becauwsehe penetration of distributed igre
eration, the increase of eldgdc vehicles (E\$) and the requirements for demared r
sponse (DR). In ordéior LV distribution networks tointeract withexisting DA sys-

tems, likewith distribution management system (DMS), communications betwéen di
ferent systems va to be established and developed as agltheequipment involved.
Local intelligence like adaptive protection devi@sswellaspossibilities for real time

communicatiorare undepressure to evolve alongsitteem

The development of LV distribution networks towards active distribution networks or
Smart Grids is introduced with two concepts, which are microgridsvaihéal power
plants(VPP9. The definition of a microgrid is (EU 2006: 27):

AMi crogrids are generally defined as | ow voltage
storage devices and controllable loads (e.g. water heaters and air conditionind)aéeytotal

installed capacity in the range of between a few hundred kilowatts and a couple of megawatts.

The unique feature of microgrids is that, although they operate mostly connected to the-distrib

tion network, they can be automatically transfer@istanded mode, in case of faults in the u

stream network and can be resynchronised after restoration of the upstream network voltage.

Within the main grid, a microgrid can be regarded as a controlled entity which can be operated
as a single aggregatedabh or generator and, given attractive remuneration, as a small source of

power or as ancillary services supporting the ne
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The second way to realize an active distribution network is VPPs or virtual utilities or
virtual electricity market. Virtualitilities are described as (EU 2006: 27):

fivirtual utilities (or virtual electricity market) adopt the structure of the inteliketmodel and its

information and trading capability, rather than any hardware. Power is purchased and delivered to
agreed paits or nodes. Its source, whether a conventional generator, RES or from energy storage
is determined by the supplier. The system is enabled by modern information technology, advanced

power electronic components and efficient storage

VPPs are not studied this thesis, because they are intended mostly for intelligent e

ergy trading.

The aim of this thesis is to define and study the key elements and the main clsaracteri
tics of the integration of the low voltage distribution systems to distribution automati
(DA). Therefore lhe key elements of ess&h systems inLV distribution networks as

well asthe evolution of LV distribution networkshould bestudied

The evolution of traditional LV distribution networks towards intelligent distribution
networksor microgridscan be considered by way thie increment of modern functim

alities in the LV distribution network management, which are enabled by enhanced
main elementsMicrogrids are a successful concept for an active network aiming to
self-sufficiency n energy and tindependenbperations in normal and fault situations.
The cevelopment of the main elemensssignificantly related tdhe distribution grid,
distributed generation (DG), smart metering or automated meter reading (AMR), EVs
and energy stages (ESsand suitable communications. In this thesis four evolution
phasesre introduceavith relatedfunctionalitiesfor LV distribution networks devefn

ing towards intelligent microgridsThe starting point of the introduced phases is based
on EUDbBsesrdadiri d evol ut i onasgermcrmldevalgpmdntovisitht) 0 as

of the main elements.

Different stages of evolution in LV distribution networks bear specific functionalities
which bring differences to the requirements of communication systemstatiigence
of devices. In ordeto obtain desired functionalitidsy remote control and operation of

devices and systems, the requirements for communications are outlined. A study of
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suitablecommunicatiorsystemmedia and protocol$ased on communitans gene-

ally usedin DA at present is made for the evolution phases. The study highlights-wir
less communication, because it is well desired to be exploited for systems in LV distr
bution especially in public wireless networks liggobal system for wbile commun
cations GSM). The feasibility study for data transfer is madetyparing charactesi

tics (speed, data amount etc.) witie requirementdased on the defined operational
functionalities of LV distribution network in the evolution phasethe areas of diffe

ent LV distribution networks.

The defined evolution phasés this thesiscan beutilized as adraft which guidesthe
designerto pick up different operational requirements for various sub systems of LV
distribution network under its development. The defined requirements for conamunic
tion in each evolution phase can be utilizieat example to the development of a &

cific LV distribution network for ensuring the ability to perform the main functions i
terlinked with DA and for takingnto consideratiorthe pending functionalities of m
crogrids.As a result, this thesmutlines some suitable communication media andoprot
cols for integratirg LV distribution networks to DA to be studiedore in futureIn ad-
dition this thesis shows tlrequirements arisg from the DA functions to be extended

to LV distributionand the device offering the functiémbe considerable

The Chapter 2 introducethe general funcons and technologies of DA. In thé&pter
3 basic elements of low voltaghstribution are defined and visiomd evolution are
presented for outlining evolution phasafslow voltage distribution in the l@apter 4.
Integrating issues imeding requirements for communication system as well as aemm

nication interfaces in the related evolution steps are outlindetiGhapter 5.
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2 DISTRIBUTION AUTOMATION

Control and automationf electricity network play the key role in electricity business
environment for different enterprises of production, supply, bulk transmission, delivery
or distribution and meterindA generally covers functiorfer safety and protection as
well as operation and contras wellit offersfunctions for business and asset manag
ment. Companies implementing DAchievereliability improvement,operatingeffi-

ciencyandextend of asset life amongst other benefits

Automationfor operations in entire distribution systasmreferred tahe DA corncept.
DA conceptis an umbrella term coverirthe complete range of functions from piwte
tion to network control system (NCS), generally cal®@ADA, and applicationsap-
plied. Essentiabystems irDA areNCS, substation auteation (SA),feeder automadin
(FA) and AMR supported with distribution management system (DMEprthgote
Green et al. 2007: 112).

Traditionally éectricity distribution ishandled by primary processes and management
processeandthereforeDA is applied within a structurecbntrol hierarchy with dfer-

ent layers of the networks theFigure 1lpresentsThe processes can be divided up into
horizontal levels by their locations in thesttibution network.The levels arghe LV
network (or consumer)MV network (or distribution) bay, subgation, control (or ne-
work) and erterprise(or utility) level. (NorthgoteGreen et al. 2007: 1®Antila 2006:

24i 25).

Management process

enterpris
control
station

bay

MV network

LV network

Primary process

Figure 1. The electricity distribution mrcess and its management process. (Aetila
al. 2006 24 25).
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The novel approach tDA is composed verticallgs the Figure 2presents The main

operatios in distribution network management agecified bythe process level3he

processes armanagement sectofer distribution network safety anprotection con-

trol and operation,asset andiusiness which mean that theew conceptprovides the
managingmeans for the distrilliion system on market term@ntila et al.2006:24i 25;

Antila et al. 20098).

enterprise
control
station

bay

MV networ,

LV netw

Primary process

safety
operation
asset

business

Management process

Figure 2. The traditional and the modern model of the DA conampnhagement
(Adapted fromNorthgoteGreen et al. 2007: 112; Antila et al. 2006: 24
25; Antila et al. 2009: 8)

Communicatios is the key enabler fahe modern DA concept. Different devicesssy

tems, maintenance staff and business partners conrtegettier in reatime call for

open communication and transparent data change in every level horizontally &nd vert
cally. For improving management processes, the communications can be examined in
different aspects like concepts or applicatisa$ar asto a single device in the levels of

the power distributionThe threedimensionalmodel to access data everywhere in a
power distribution systens preseted in theFigure 3(Antila et al. 2009: 78). For &-

ample the figure illustrates the information flow to the consumer about a fault in the
MV network, which is traditionally coming from a single protective relay up to control
and management systemwdoto the consumer. In futurewould be sustainable taed

velop open information flow in horizontal and vertical levels to be exploited in different
levels of power distribution, aspects and management processes. Today for example the

AMR is the best acasible systenmwhere data of LV distribution could be exploited.
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Management processes I

fsysjcems concepts &
uncions  sevices o
products applications 4

enterprise

operation
asset

‘IJ business

control

station

bay

MV network =

Levels of power distribution

LV network

Figure 3. 3D model for data access in electricity distribution systGhmtila et al.
2006:24i 25; Antila et al. 20098).

2.1 Functions

Traditionally DA refers to MV distribution netwoskand n practiceDA is realized by
functions in different levels of electricity distribution systéke in control rooms, -
tribution network andubstations. The main functionalities in MV distribution network
management are outage management, network ape(atbnitoring andcontrol), re-
mote control of substations, substation automation and supporting funqédsiB.
2000: 403).

Functions can be dedicatetto the foregoing management processes and identdied
the levelsof power distribution down to theufictionality of the actuating devicelhe
Figure 4describeghe main functiors in safety and protection management as well as

operation and control managementhe levels of power distribution.
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Management processes

Safety and protection Operation and control
Enterprise
S .
2 Control Outage managenemt Operations management
2
= . . Remote control of substations
= Station Remote control of substations SA
5]
=
2 Bay FA
5
B
g MV network Remote control of disconnectors Remote control of disconnectors
3
LV network AMR AMR

| Functions |

Figure 4. Main functionalities in safety and protection management as well ag-oper
tion and control management in the levels of power distribution.

2.1.1 Networkoperatiors

Operation and contrah distribution networks comprise of functioms normal state
based on mnitoring or controlling important nodesNetwork monitoringis mostly re-
lated tofunctions of network normal operation and functions exploitable for planning
and maintenancéNetwork statusor network conditions monitoed at important nodes

with thefollowing fundions

load flow calculation

fault calculation

maintenance of network architace

maintenance of switchings

network planning and calculatidgfault currents, set valued protective relays)
load estimation and prediction

quality of electricity

condition of network components

=4 =4 =4 4 A4 A4 -4 A -

management of maintenance activities
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Load flow calculatiorprovides steadgtate solutions for circuit configuratisand load

levels Load levels are estimated with the basigsiasf much realime data as possilie
available from SCADA. The load calibration process for load estimation consists of
three phases; static load calibration, topological load calibration and representation of
network loadingStatic load calibration use static information like load profiles, number
of customers and season to calculate active and reactive power consumption.iTopolog
cal load calibration uses the static results of power consumption, the latesreneant
values and the current topology of the network to determine the dynamic values for a
tive and reactive power consumptidfinally, thenetwork loadingstate is represented

with losses includedNorthgoteGreen et al. 2007: 663).

Fault calculatons are made for balanced or symmetricakhree phase faults and
asymmetric faults. The symmetrical short circuit analysis simulates a fault on every bus
in the electrical power system. Unbalanced or asymmetric short circuit analysis calc
lates lineto-line short circuit with and without earth connection as well astdirearth

short circuit. Withthis method, the currents in each line are found by superposing the
currents of three symmetrical componerfiswult calculation is used in a DMS for
checking Imits of breaker ratings, which determindaether aCB operatesabove its

rating and thus an alarm ahsatisfactoryoperating state can be sent to the operator.
(NorthgoteGreen et al. 2007: 685).

The network control operations can be facilitated vatliomation, because theneo

trolled nodes afford functions like

Remote control of disconnectors

Control of voltage

Control and compensation afactive power
Optimizing ofsystem operation

Planning of switchings

Checking and adaptation ofgtection

=4 =2 4 A4 A -5 -2

Logbook of controls and disturbances in the network
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Remote control of disconnectapgeeds up the switching states, which have a great be
efit in fault situations. In network normal operation remotely operated disconnectors

quickens the normal maintenance aeplair work. (ABB 2000: 404).

Voltage controlis designed for the control of dme tap changers (OLTCs) associated
with transformers at primary substations and line voltage regulators. The function calc
lates set points ofvoltage or tap settings at tl@L.TC to reduce overall system load.
Control strategy can Her examplethetarget voltage reductiowhich reduces the sy

tem load so that lowest permissible voltage level is achieved. (Nostlzgeen et al.
2007: 6768).

Reactive power contrar VoltAmpere Reactive (VARJontrolis for theof MV capac¢
tor banks which are located at primary substations and on MV fe&ttarfgurations
for capacitorswhich reduce reactive power flows into the MV systame determined
under limit conditions of voltage dnpower factorOperating stateegarding to VAR
compensatioms determined by comparing the actpalwer factor ototal service area
which is measured by SCADAwith the target power facto(NorthgoteGreen et al.
2007: 66 67).

Loss minimizatiompplications provide ability to identify feasible switching changes for
loss reductionto calculate the necessary reallocation of load among fegdersrify
proposed optimized system condition within operating limits (capacity and voltage),
run within specific characteristics amalrestrict the optimization to use remotelyneo
trollable switches only(NorthgoteGreen et al. 2007: 66).

All these advancedlunctions orapplications presented are entirely dependent on data
availability and its gality. Outage management and basic switching plepgnd hig-

ly on correct network topology. Advanced applications can be divided into twaeateg
ries which aretopology based and parameter bagpplicationsas presented ithe Ta-

ble 1 Topology based applications operatgisfactorywith topology data only as for

parameter based require network parameter data in addition to topology data.
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Table 1. Categories of applicans. (NorthgoteGreen et al. 2007: 70).

Application Topology-based|Parameter-base
Network coloring X

Switch planner X X

FLIR (Outage management) X X
Operator load flow X

Fult current analysis X
Volt/VAR control X

Loss min. / optimal reconfiguration X

2.1.2 Outagemanagement

Outage management is intended for returning the normal state of an electricitydistrib
tion network from an emergency state. The process of outage management consists of
three phases which aoaitage alert, fault locatioras well adault isolation and supply
restoration A detailed model of distribution network, usuatigographicinformation
system(GIS) is thecore ofanoutage management sgm Utilities with limited amount

of reattime control use trouble call approach, whereas utilities with goosdinealsys-

tems use advanced application based approach by means of directemeassi from
automated devicegNorthgoteGreen et al. 2007: 50).

In trouble call based systefault alertis signified by the first trouble call from asu
tomer and confirmed once additional calls are received. The determioaterit loca-

tion proceels by inferring and verification. The process is often called the outage engine
and the method relies on a radial network model. In LV networks various hybrid a
signment methods for example postal code in addition to GIS have been used to check
early maingrecords.Location of a fault is determined by an operated protection device
or open conductor and the-daergized network/erification of an outage isonfirmed

by the field crew manually or by SCADA remotely. After verification the outage engine
analy®s the switching events and other connectivity changes (phased supplg-restor
tion). Supply restoration isften partial where normally open points or alternate feeds
are used to feed the healthy parts. When manual actions are completed with the confi
mation from the field, the operator enters connectivity changes into the DMS. ¥he ou

age engine keeps track on changes and the event. (Nortbggsr et al. 2007: 536).


http://en.wikipedia.org/wiki/Geographic_Information_System
http://en.wikipedia.org/wiki/Geographic_Information_System
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Advanced applicatiofrased outage managemestable to benefit the use of SCADA

with real time input from dataollection devices. The information from the measur

ment devices is delivered to the topology engine within thetireal system network

model and the engine determines fault locatibrouble calls add additional info

mation afterthe event for highly automatetetwork. Faults are generally localizby

circuit breakers (CB) installed in primary substations. The implementation of FA by
means of fault passed indicators (FPI) associating with remotely controlled linb-switc

es or by nreans of communicating FPIs improves the resolution to indicate faak loc
tions. Fault isolation algorithms determine the necessary switching sequencedor isol
tion and present the suggested switching plans for operator approval and execution. The
feasibilty of supplying load from as alternate feed is testedbhbyg flow calculations

Open switches are identified, which can be closed to restore supply to the isotated ne
work. Most systems present to the operator a recommended sequence for approval and
implementation to be confirmed step by step. (Northgateen et al. 2007: 559).

2.1.3 Remote control of substatioasd substation automation

The majority of data in a power system is acquired from substations by means of
SCADA system. Traditionally a SCADA systesbuilt up by installing a remoterte

minal unit (RTU) to the substation which is connected to protection relays and auxiliary
contacts of switches as well as to the central control system as a communicatrens inte
face. SCADA offers functions like data ajuisition, data processing, remote control,
alarm processing, historical data, graphical human machine interface (HMI), emergency

control switchingand load planningpr demand side managemé&bBiSM).

Remotecontrol of substationdy the SCADA systemenablesemote control obrek-

ers, disconnectors and tap charggas well as different type of measurements of busbars
and feedersRemote contrééd substations and systemmi®ate a redime interface to
importantnodesin electricity distribution At presenta majortarget fordevelopment is
integrating to other systenas well as expandin exploitdata from new subsystems
like from local meteorological statianIn future remote controlled systems wiltreas-

ingly be connected to different subsystelike FA, disconnectors in the network and
local control as well as load control systéfBB 2000: 405).
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SA composes ofemote as welaslocal monitoring and control of the substaspand

in additioncommunication between the local automation systewh the network o

trol centre.Local or remote control system can send commands such as comirol co
mands, set values and parameter data to devices as well as messages for tima-synchron
zation. (NorthgoteGreen et al. 2007: 73).

Local control and monitong includes functionalities for example

voltage control, evenind alarm management,

transfer sequences of busbars, interlockings and centralized load shedding,
condition monitoring,

relay protection,

automatic reclosing of feedessd

= =/ 4 4 4 -2

synchronizatiorof substation clock with overall system time.

Plenty of data is available from substations for utilization in local and remoteokcon
systems, which are provided byopective relays, control devices and alarm cerdaes

follows:

Time stamped events

Measured electrical quantities

Position indications of CBs and disconnectors
Alarms

Digital input values

Operation counting

Disturbance records

= =4 4 4 -4 A4 A4 -

Set values and parameters of devices (NorthGoezn et al. 2007: 73).

Local monitoring and control of a substatis providedwith HMI. The HMI collects
data fromintelligent electronic devicesEDs) for distribution and archiving purposes.
Further a HMI can act as a communication gateway, washc functionalities are pf
tocol conversionsf¢r exampleModbus tolEC 608705-101/104), filtering too frequent

changes, combining signals well astransferring of files and disturbance recordsnCe
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tralized interlocking functions of feeders provide continuous power supply, which is
achieved with automatic change oveamsfer functions from a main feeder to a standby
feeder as fast as possible and in addition load shedding by switching edEsemtial
loads. (Adine 2010: 4438).

The relay protectioin a SA systeninitiates corrective actions at malfunctions of-ne
work operation. Currently IEDs provide more functionality, performance and scalability
than traditional protection relays. In addition to a large number of different protection
functions IEDs provide control, measurement, power quality monitoring andtioondi
monitoring for distribution network and its componer@®ntrol functions of an IED
include position indications and control commands of switckliexgjces likeCBs and
disconnectors. Position information and control signals are transmitted oven Stagio
and they can be used for ideay interlocking schemes. Measurements provided an
IED are for example phase currents, neutral current(s), fibgdease or phasi-earth

voltages, residual voltage, frequency and power factor. (Adine 2019918

2.1.4 Feeder automation

The main purpose dhefault management is to locate and isotiaultas well as &-
storethe supply to unfaulted part of distribution metrk as quickly as possiblé fault
detection isolation and restoration (FDIR) application run@inthe substation or oe

trol centre manages the fault situatioAsfault is usually detected by an open function
of aCB of the faulted feeder. A temporary fault is cleared by auto reclosing function of
a protection relay. The fault location is traditdy defined by trial switchings and-d
viding & conquering. (Adine 2010: 50).

In a fault situation of a MV feeder the information of the fault is available based on the
operations oprotection relay an€B. The datancluding a detailed model of the faul

ed feeder and conclusions of proposed fault locatotransferred to SCADA. Thed-

ter possible fault locations are defined in DMS by using information about fault-dete
tors, terrain conditionand weatheamongst othersSwitchings for locating ani$ola-

ing the fault are proposed atitereafterthe operator makes the actual decisions and
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performs the switchings remotely using SCADA system or manually executed by staff
working on the network. (Adine 2010:3981).

Remote controlled disconnectors spegdthe finding of the fault location. A faulied
tector ora FPI indicates whether thHault current has passed or not and theredpeeds

up the reasoning of thiault location Automatic sectionalizers isolate a faulted part of
the distribution networlusing the autoreclosing functions of €BRemote controlled
disconnectors with fault detectors can be used for automatic fault isolation. (Adine
2010: 50).

2.1.5 Automated meter reading

The main purpose of an AMR system is to provide energy consumption daistah-c

ers to utility for billing and balance purposasd in additiodoad controffor some cs-
tomers. Traditionally AMR sstems have been separdiat at present implementatis

of advanced AMR systems calléd| are changing the basic energy measurernuent
wardsmultiple advanced functions to be utilized. A distributgystemoperator ([30)

can utilize AMI for supporting network operation, network planning, asset management,
power quality monitoring, customer service, load control and fortivadi billing and

load settlement. AMI supporting network operation can include functions for automatic
fault indication, isolation and location as well as precise data of voltage and load. For
supporting asset management, AMI provides exampleexact load profile for ne-

work calculations. Power qualityonitoring by AMlincludes data of interruptions and

voltage characteristics. (Adine 2010: 50).

2.2 Network control system

Control of different network$és mainly implemented with a deeatedNCS, which is

generally ched the SCADA systemSCADA is the acronym for Supervisory Control
and Data Acquisitiorand gnerallythesesystems are intended for monitoring ana-co
trolling a plant or equipment applied in industries sucheéscommunications, water

and waste controkenergy, oil and gas refining artdansportationA SCADA system
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gathersand transferenformation alerts carriesout necessary analysis and contoa;
terminescritical functions and displagthe information inan illustrativefashion. These
sysemscan be reldéively simplelike control ofenvironmental conditions in a smaif-

fice building orsystem can beery conplex such asontrol ofanuclear power plant

In electricity distribution networkSCADA gathers information from various points
networkcontrol centre (NCCior remote controandmonitoringpurposesas well agor
further analgis to theDMS. SCADA also send commands to control devidesthe
network,communicgées withRTUs remote controlled switches aiteDs. The entity of

DA systemis outlined in the Figure 5where @ommunication links are psented b-
tween theNCC, RTUs, customer automation (energy measurement and load control)
and information systems. (Adine 2010: 40; Sirvio 2011: 16).
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Figure 5. The digribution automation system entitAdapted from Lakervi & Pa
tanen 2008: 233Xirvio 2011: 16.
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2.2.1 Architecture

The control architecture of lectricity network can be founds several different types
today because tharchitectureapplieddependshighly on the age and the size dhe
nework. Generallifetimes forequipmenin control systera are quite long as presented

in the Table 2. Because of long life times of equipment types, several technologies can
be still found for control systems e Figure 6Gillustrates (ABB 2010c 36)

Table 2. Lifetimes for equipment in the control system of the electricity distribution
(Adapted from ABB 201Qc36).

Equipment Life cycle [year
Network control center
Operator workplaces 6-10
SCADA servers
Front-ends
Remote communication 6-20
Communication equipm
Substation level
Substation HSI 7-10
Substation gateway
Bay level
Secondary equipment 15-25
P & C IEDs
Primary equipment
Switchgear 30-40
Transformers
1975 1995 2010  Year
Traditional SA with station &

MMI / control board

Network control

SA with station bus

process bus

% s i
| e o, W L
| i AR | | e e,
event recording L = s | = R
protection ! (Tf’ ! (T"’
=] Gateway/ SAS Gateway/ SAS
Station level protocol conv. protocol conv.
—Station bus —Station bus
to other bays to other bays
Process bus
_/ GIg)
Bay level % %
Process level %‘ 16}

Bay cubicle Copper cables

Figure 6. Development of control architecture in electricity distribution

(ABB 2010c 34).

Bay cubicle Copper cables

~ Sensors &

Bay cubicle actuators

networks.
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Some functions i SCADA system are required to be controlled centdaltyexample

DSM and scheduling of load shedding sequences. Centralized SCADA systefes

sible when implementing intelligent operatiolike sequence capability, netwoidkia-

gram, asset database, hardware and software mante andentral configuration ao

trol. The major challenge is implementing a suitable and cost effective communication
infrastructure, which takes into account physical distaribesisk of a failurein a sn-

gle point, sluggish response (a risk to untimed sequential operations) and testing diff
culties. Chowdhury et al. 2009: 11011)

A centralizedSCADA system for large or mediwmzeof distribution networkss illus-

trated inthe Figure 7 In the NCCthere arescalable servers or workstatiomsda ded-

cated computer for communication units. Communication units are used for connecting
substations and outputdces, and they include a processor and a memory Turet.
system comprises & redundant SCADA server aradredundant DMS servefABB

201Cx 6; ABB 2000: 408409; ABB 201®: 2).

. Tﬁ

Mict oSCADA Pro MicroSCADA Pro
SCAD: DMS server

Mcm c DAPm

(ond

AA AA AA AA

Substations FTU/RMU

Figure 7. SCADA/DMS regional control cente(ABB 2010a 6).

A centralizedSCADAsystem for small distribution networlssillustrated inthe Figure

8. The system comprises of the redundant SCADA/DMS servers, which are connected
to substationsaand remote controlled switching devickg means of communication
units (ABB 2010a 7).
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MicroSCADA Pro Workstations

EAEAY EEAy

|
mmi t tend: H

MicroSCADA Pro
SCADA/DMS servers

MicroSCADA Pro
Communication frontends

A, A A A

Substations FTU/RMU

Figure 8. SCADA/DMS local control centefABB 2010a 7).

Distributed SCADA systeneempriseof SCADA systems located in substations. IEha
lenges arise from incompatibility issues witie central SCADA system, necessity of
additional maintenance facilities, availability of suitable egfftctive management tool
(multiple distributed operations) and requirement of field staff visits foc lomdifica-

tion. (Chowdhury et al. 2009: 111An example of distribute@CADA system which
comprises of a substation server and workstation with an integrated gateway, for SA

and monitoringis illustrated in theigure 9 (ABB 2010h 4).

Control Center

Remote workstation
Monitoring system === =)

" Remote Communication
IEC 101/IEC 104/DNP 3.0

MicroSCADA Pro
System Server and
workstation with
Integrated Gateway

Interbay bus |
|

e '
L1

Interbay bus Il

Figure 9. SCADA for SA and monitoring system. (ABB 20004).
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The SA systemcan bedivided into four levels, which are devi¢er process)feeder,
substéon and remote control levasthe Figure 10presentsCommunication interface

can be a RTU, a protocol gateway or a substation computer.

A

S S N
: :
: v i
! Station Station NCC |

Station level host HMI Gateway |
! i
! i

i

{ IS St E I S |
Bay 1 Bay 2
---------------------------------------------------------------------
1 I

Bay level

1
1
|
1
i
|
Process level !
1
|
|
1
1

_______________________________________________________________________

Figure 10. The logical scheme of a SA system.

2.2.2 Components

The Figure 11presents an example ofSCADA system andnajor of its main comp-
nents, whiclgenerally are:

1 A central tost computer server or servers also called a SCADA center, master
station, or masterterminalunit (MTU).

1 Field data interface devicessualy RTUS),

1 A communications systefor transfering data betweeRTUs, control units and
the MTU.

1 A collection of sandard and/or custom softwase HMI software orman ma-
chineinterface (MMI) sofivare systems
IEDs

1 Communication unit like a RTU, aatewayor a substation computer
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S
Viaw Nods

SCADA Servers
(FEPS)

e

Figure 11. An example of &SCADA system andts main components. (ABB 20b0

4).
IEDs are intended for bay control as well as for busbar, line differential, transformer,
breaker,generator protection amongst otherRSTUs interface thedevicesto be cm-
trolled with the SCADA system. A typical RTU consists of a communication interface,
a processor, environmental sensorsphgs switches and a device bus or a field bus to
communicaé with devices and/or interface boards. The interface boards handles 1/0
signals (analogue, digital or both) and they are capableodégiion against voltage
surges.Interface boards are normally wired to physical objeStsme RTUs can be
connectedlirectly to the system without a bus interfdoe monitoring and controlling
few devices. In most SCADA systems higlrrent relays are connected to a digital
output (DO) board for switching devices. Analogue ingais) are usually 24 V with a
current ange between 4 and 20 mA. The RTU convattslata intoappropriatesignals
to the HMIor to theMMI. The RTU uses DO board to execute any contmhmand
like switching operation per signal from SCADRBIfferent types of RTUs are preden
ed in theFigure 12 (Chowdhury et al. 2009: 113).
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Figure 12. A rack mountable@ndDIN rail mountableRTUs and a RTU module fon-

tegration (ABB 201Qd: 3).

TheFigure 13presents a station computer usage for local and remote control ard mon

toring of substation IEDs as well as for interoperability between the bay level and the
network control center level.
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Figure 13. An overview of using a station computer in a utility substat{&®B 2011:

3).
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HMI devices provide processed data to the human opef@tacontrol actionsThe

HMI monitors and controls RTUs, PLCs and other control devices in a standardized
way. The SCADA system provides datathe HMI after gathering information from
control devices via a standard network. The HMIs are linked toabalse for acquiring
diagnostic data, scheduled maintenance procedures, logistic information and schematics
for a particular sensor or a machine as well as troubleshodtintpjor manufactures

offer an integrated HMI/SCADA system that use 4pwaprietary gen communication
protocols. HMIs are fully graphical and software supports redundancy of applications or
hotstandby. An application consists of databases, repoddrawings amongst others.
The hotstandby system updates all alternating data of tHetinea application into the
shading application. Backup and testing new software can be made without system di
turbance. In the hegtandby system the server is able to move from recovery through to
normal operation while users continue running applicatig@@howdhury et al. 2009:
112;ABB 2000: 408409).

TheFigure 14presentsitilization ofacompact moduléor acommunication gateway, a
control system HMI an@ communication server. The module provides a comnadnic
tion gateway for several protocols and interfaces as well as connections tanebs.
dition HMI of the moduleenables monitoring and control of the connected processes.

The module is a frorénd devte capable for hedtandby configuration.



35

Main Control Center

" Redundant Communication Gateway
:' with Integrated Control &/s‘kem HMI
| MicroSCADA
2 Ma—_ S svseoocg
IECS(B7()5—104 § ; IE061850
g
o i
D  HHRRE R
E  MicroSCADA g
=4 Pro svseooc
© Communication Gateway
" Communication Gateway = i Communication Gateway H e Lot Syetern HMI
alE “.MicoSCADA | rm‘“‘s’SCADA

i [EC61850 | | i i Eceiss0
0 T T e T [ s o] O SO s e e e o o T 0 SN NN [y [T e et [y s :
| -k i e | A

Figure 14. Utilization of acompact module for communication gateway, for control
system HMI and for communication servekBB 2006: 3).

2.3 Dataand information systems

Data and information systemwhich provide theabore-mentionedapplicatiors with
supporing communicatios and withmonitoring andcontroling field data interfacele-

vices are follows:

1 Distribution management system (DMS)

1 Network control system (NCS)



36

Network information system (NIS)
Geographicainformation system (GIS)
Customer information system (CIS)
Distribution energy management (DEM)

Material information system (MIS)

=4 =4 A 4 A

Feeder automation (FA) in substations

Network control system (NC8) SCADA enables measurements, event data, remote
control, remote setting of device parameters and report of measurements as well as

management of switchings. Basic functions of the NCS are:

1 Remote measuremeriise bus bar voltage at a substation, currents in feeders,
fault currents measured by protection relgpaameter settings of protectics r
lays, energy measurements.

1 Event datalike position indications of switching devices, starting values and
tripping commands of protection relays as well as position indications of
OLTCs.

1 Remote controlike switching deices at substations, disconnector statiore,; di
sel generators and customer loads (heating, sauna stove).

1 Remote settingike parameters of protection relays or other bay conneated d
vices

1 Reportinglike operator defined reports as energy supplied invangsubstation
and time period. (Vaara 2011: 14).

Distribution management system (DMiS a realtime system for decision support,
which functions are based on ré@he data fromthe NCS integrated with static data
from network information system (NIS), geographic information system (GIS) a&ad cu
tomer information system (ClSflormation from NIS is used to create the static model
of the netwok including data about locatismas well acharacteristics and connectivity
of network components. Retine information about switchings and state indications
from NCSis added tahe static model for creating dynamic model of the network.
(Adine2010: 41).
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DMS functions require following datadm the NCS

1 Switching status of disconnectors and circuit breakers
1 Measurements from substations and remote locations like telecontrolleld-switc
ing stations, distribution transformer stations and customers connection points
o Electrical current, voltagepower etc).
o Condition ¢emperature etg.
o Weather
1 Relay information

State of fault detectors

DMS performs orine load calculation, which is based on load curves, outdoor tempe
ature measurements and network data frie@NIS. The result of the calculatias bus
voltages and line power flows. To produce accurate values, the loads of feeders are r
adjusted according tilne reattime measurements. The load distribution inside the-fee
ers remains uncertaimeaningthe line currents and voltage leveBy increasing real

time measurements would improve accuracy of load calculations.

Contents of a DMS vary because of many supplies, but a highly integrated MS pr

vides functions like:

1 Monitoring of network state and topology

1 Modelling and calculations techniquidse load modelling state estimation and
load forecasting as well as power flow, fault and reliability analysis

1 Fault management including trouble call management, fault reporting, faaHt loc
tion and diagnosis as well as fault separation and supplya&sto

1 Planning functions for operations like scheduled outages, power flow eranag

ment, volt/var optimization and reconfiguration

Network infomation systeniNIS)is generally applied for planning and maintaining the
distribution network. NIS integratebe network data with calculation for network
planning, maintenance and condition monitoring purposes. The main objective of NIS is

to find optimum between technical and financial matters. The condition of network is
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often managed with NIS, which include®nitoring the aging components and ngna

ing the maintenance and renovation actifi§ is typically based on GIS and is highly
integrated to other systems like CIS and MIS. NIS and DMS usually share the same
network database as wéltle functionalities.NIS is generally used for ofine planning

and data management.dihe 2010: 4243).

Geographical information system (Gl@pvides background maps and data for ceord

nation of network objects ithe MV level andsometimes irtheLV level too.

The maintask offeeder automatioFA) is to limit the affected zone and time in a fault
situation In additionthe zone concej developed to minimize the affected aoédhe
distribution network in faulsituations By dividing the feeder into sections ormas ($-

ing line reclosers, automatic sectionalizers and remotely controlled disconnectors as
zone dividers. That is by integrating protection and reclosing functions deeper into the
network, directs reclosing functions and interruptions selectively orthlyetproblemt

ic parts.Main feeder zones include lateral feeders (or branches), which form their own
protection and control zong®BB 2009 2).

Customer information system (CIiS)intended for billing, customer service, advising,
contract management anuarketing. The customer database includes information about
customers and consumption points. The data from CIS is needed in load modeling for

NIS which is typically based on statistical load profiles.

A separatanetering data management (MDMystem is aeded to collect, store and
handle measured data as well as meter information managememMReystem is
typically excluded from MDM.

Other data and information systerae for exampledistribution energy management
(DEM) system, mobile workforce management, work management systems, enterprise
asset management systems and they are indéelgnath NIS, CIS, SCADA or DMS.
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2.4 Communications

Before implementing the control scheme of SCADWe wolume of data transtted
over long distances nedd be reviewed. Normally two, centralized and distridute
control schemes are applied. In additiSCADA systems operate in both dense urban
and dispersed rural networksdthis is why a combinatioof several communication
methods is applied. The existing communication structinmainly based on copper
cables, buthe use ofibre optics is increasing becausetlog efficiency and reliability

of data transmission despiéthe fact its high cost.

DA communication facilities must extend, replace, supplement or include exiséing m
dia and embed them into general communication architecture. The components of a
communication system are generally referred according ténteenational Organa-

tion for Sandardization(ISO) open system interconnection (OSI) model. OSI model
represents communication protocols in seven layers, which are illustratesiRigure

15. (NorthgoteGreen et al. 2007: 289291).

Sending Process Data $ Receiving Process

Application protocol
Application £p F AH Application
X Presentation protocol N
M EniE
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Physical Bits—|DH||\|H|TH [sH]PH [AH [ Data[DT == Physical

i e
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o actual data transmission path iy
Client & Client B

Physical Medium

Figure 15. Data flow in the OSI model. (Microsoft 2012).

Physical link or mediaoptionsin DA commurication are illustrated in thEigure 16
The physical link provides the communication medium such as copper wireBAFor
fibre optics, copper wires and wireless physical links are used genéralgries cable

RS-232 can be thehysical link between devices in a simple cadge communication































































































































































































































































